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ABSTRACT

Providing data-centric decision support for organizational decision processes is a crucial but challenging task. Business intelligence and analytics (BI&A) equips analytics experts (i.e., analysts or data scientists) with the technological capabilities to support decision processes with reliable information and analytic insights, thus potentially raising the quality of managerial decision making. However, the very nature of organizational decision processes imposes conflicting task requirements regarding adaptability and rigor. This research proposes ambidexterity as a theoretical lens to investigate data-centric decision support. Based on an in-depth multiple case study of BI&A-supported decision processes, we identify and discuss tensions that arise from the conflicting task requirements and that pose a challenge for effective BI&A support. We also provide insights into tactics for managing these tensions and thus achieving ambidexterity. Additionally, we shed light on the relationship between ambidexterity and decision quality. Integrating the empirical findings from this research, we propose a theory of ambidexterity in decision support, which explains how such ambidexterity can be facilitated and how it affects decision outcomes. Finally, we discuss the study’s implications for theory and practice.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Data-centric decision support is vital for managerial decision making in organizational decision processes. Business intelligence and analytics (BI&A) equips analytics experts (i.e., analysts or data scientists) with the technological capabilities to support decision processes with reliable information and analytic insights [1–4]. The added value of BI&A is based on increasing the utilization of “data-driven” decision making and thus improving decision quality and organizational performance [5–7]. However, realization of these benefits is not assured, and the very nature of organizational decision processes poses challenges for effective BI&A support.

First, the reality of organizational decision processes has often been characterized as nonroutine and ill-structured [8–11]. In these situations, ambiguity prevails and the right questions are not always obvious at the outset. Rather, questions and solution alternatives are developed as part of the decision process and are subject to change [8,10]. As a consequence, data processing and analytics requirements can change frequently [12]. To achieve effective decision support in such nonroutine processes, the analysts who are involved must be able to adjust to these changes and, as a consequence, must maintain a high degree of adaptability and flexibility in their procedures.

Second, effective decision support with BI&A requires analysts to have a high level of specialization in analytics, which is different from the domain knowledge of decision makers, and this leads to further challenges [13]. Specifically, a high degree of analytics elaboration often makes it difficult for decision makers to assess the quality of the analytic advice they receive, due to their lack of analytics knowledge [12,13]. Findings from the cognitive sciences suggest that such knowledge gaps induce information asymmetries, and these can lead decision makers to neglect analysts’ advice and to instead overly rely on their own assessment of the decision situation [14,15]. To mitigate this risk, analysts are supposed to provide transparency and alignment with decision makers regarding their procedures and goals in deriving the analytic advice [16,17]. This means that analysts have to ensure the rigor of their procedures in order to achieve coherence and traceability in the decision support that they provide.

In summary, analysts face decision process requirements that appear to be conflicting, or at least difficult to achieve simultaneously. Failure to meet these conflicting demands can thwart the potential benefits of BI&A support. However, despite their critical importance for the success of BI&A support, prior research has not considered these conflicting demands and their implications for managerial decision making. Therefore, in-depth research on this topic is required in order to gain a better understanding of the challenges that analysts face in supporting decision processes with BI&A. Organizational ambidexterity describes the capability of managing conflicting demands and as such provides a useful theoretical lens for our research [18,19]. We use a multiple case study approach to investigate BI&A support of managerial decision making and thus respond to the identified need for research on actual decision processes [20–22].

This paper makes several contributions. (1) We characterize and present previously unexplored tensions that pose a challenge for analysts’ ability to provide effective BI&A support in organizational decision processes. (2) We provide insights into the tactics that analysts use to
successfully manage those tensions, i.e., tactics that facilitate ambidexterity. (3) Through an investigation of decision processes with varying levels of ambidexterity, we provide initial evidence concerning the effects of ambidexterity by examining its impact on decision quality as well as its influence on decision makers’ reliance on rationality and intuition in decision making. (4) Grounded in these empirical findings, we propose a theory of ambidexterity in decision support that addresses how this ambidexterity can be facilitated and how it affects decision outcomes. These contributions have great practical significance, as analysts need to be aware of the tensions and tactics in order to ensure the effectiveness and utilization of their BI&A support.

The remainder of this paper is structured as follows. In Section 2, we discuss the theoretical background for BI&A, conceptions of decision making, and organizational ambidexterity. In Section 3, we describe the details of our empirical study design and the data analysis procedure for our multiple case study research approach. In Section 4, we present the results from the multiple case study. Finally, in Section 5, we close with a discussion of the study’s findings and limitations as well as possible directions for future research.

2. Theoretical background

This section provides an overview of BI&A and presents conceptions of decision making that have been developed in management and cognitive sciences. It also elaborates on the challenging requirements that organizational decision processes pose for realizing effective BI&A support and introduces conceptions of ambidexterity from management and information systems research.

2.1. Data-centric decision support with business intelligence and analytics

BI&A, which has its origins in data-centric approaches such as data warehousing, comprises a number of data collection, integration, and analytics technologies [1,2,23]. BI&A systems aim to improve data processing in order to increase the quality of the information that is available for decision making [1,24]. In this regard, BI&A encompasses a number of basic analytics capabilities, such as online analytical processing, ad hoc queries, and descriptive statistics, as well as advanced analytics capabilities for data mining, prediction, and optimization [1,3,20,23].

With an increasing level of analytics capabilities, the utilization of BI&A for delivering data-centric decision support becomes a specialized task, which requires analytics experts – for instance, data scientists or analysts – to support managerial decision makers [3,13]. Hence, analytic advances induce a knowledge gap between analysts, who specialize in analytics, and decision makers, who have domain-specific knowledge [13]. Due to their lack of analytics knowledge, decision makers have to rely on analysts in the context of BI&A-supported decision processes. At the same time, analysts depend on the domain-specific knowledge of decision makers for developing relevant analytic insights and advice. As a consequence, effective BI&A support requires collaboration between analysts and decision makers [13,22].

Prior research on decision support has mainly assumed decision contexts in which decisions are made by either isolated, individual decision makers or groups of equal, undifferentiated decision makers [21,25]. The implications of specialization, collaboration, and an uneven distribution of decision-making power between decision makers and analysts has not been adequately considered in the literature, despite being highly relevant in practice [12,13,22]. Our research investigates such decision-making setups from the underexplored perspective of analysts, focusing on the challenges that arise for effective utilization of BI&A in organizational decision processes.

2.2. Conceptions of decision making in management and cognitive sciences

Insights from management and cognitive sciences provide the foundation for a better understanding of the challenges for effective BI&A support of organizational decision processes. In both research areas, interrelated conceptions have been developed that distinguish between more rational and more intuitive modes of information processing and decision making [26–28]. Whereas management research distinguishes between rationality and intuition as two main properties that can characterize decision processes [29–32], cognitive sciences investigate associated cognitive processes under the designation “dual-process theories” [33–35]. We will focus on relations between the two domains and discuss their implications for decision processes.

Although there are variations among dual-process theories, they all distinguish between cognitive processes that are fast, automatic, effortless, and associative and those that are slow, controlled, effortful, and deductive [34,35]. A widely adopted practice in the cognitive sciences designates these two modes of processing as “System 1” and “System 2” [35,36]. System 1 and System 2 are viewed as working concurrently. System 1 is assumed to quickly propose intuitive answers to decision problems, while System 2 is supposed to control the quality of these proposals [35]. However, this is not always the case, as the rational reasoning associated with System 2 requires considerable cognitive effort, and such effort is considered to be limited by human cognitive capacity. Rather, individuals tend to use heuristics or mental shortcuts as adjuncts to System 1 in order to reduce the effort involved in processing difficult tasks. These heuristics have been found to lead to different kinds of systematic errors and to result in biased decision making [37].

In this context, intuition is regarded as decision making that retains a hypothesized proposal from System 1 without control by System 2 [35]. Hence, intuitive judgment is based on System 1 processing and arises at decisions through informal reasoning without the use of analytical methods or deliberate calculation [38]. In contrast, rational decision making relates to System 2 processing and includes the acquisition of information through conscious reasoning and deliberative analytical thought [39]. In sum, dual-process theories offer cognitive explanations for an interaction between intuition and rational analysis in managerial decision making [28].

In management research, the rationality of decision processes has been investigated both theoretically and empirically [8,29,40,41]. Rationality has been characterized as systematic information gathering and reliance on analysis for the purpose of decision making [29,40,42,43]. Existing evidence about the relationship between rationality and the quality of decision outcomes mainly supports a positive relationship [42,9,11]. Nevertheless, the presumption that only rationality should be considered in decision making research has been called into question [8,31].

Intuition has been proposed as providing an alternative approach to managerial decision making, particularly for decisions involving ambiguous or uncertain situations. These situations are characterized as having excessive cognitive processing requirements, entailing that decision makers might not be able to utilize rational processes [30,32,39,44]. Intuition has been defined as an interplay between knowing and sensing, which allows understanding to be attained without explicit analytical inferences [28,39,44]. Very few studies have investigated the direct relationship between intuition and decision outcomes, and those that have done so provide an inconclusive picture. Intuition has been found to have a positive effect on decision outcomes in unstable decision environments and a negative effect in stable decision environments [30]. Furthermore, intuition has been found to significantly increase the occurrence of major unexpected, negative decision outcomes [45]. In consequence, intuition is seen as a “troublesome decision tool” [44], and most authors caution that sole reliance on intuition creates a risk in the decision making process [9,32,45,46]. Based on these findings, some researchers suggest the possibility of interactions between intuition and rationality as components of decision making [39,44,47].

The implications of interactions between intuition and rationality in the context of BI&A-supported decision processes remain unexplored, and our understanding of their effects on decision outcomes is limited. From the analyst’s perspective, the goal is to deliver analytic insights
that will be utilized by decision makers in the decision process [13]. Hence, analysts aim at raising the level of rationality in managerial decision making and thus improving decision quality. However, as will be discussed in the next section, task specialization and the constitution of decision processes pose challenges for analysts’ effectively contributing to these ends.

2.3. Decision processes and challenges for effective BI&A support

The effectiveness of the BI&A support that analysts provide to decision makers faces challenges stemming from specialization and the constitution of organizational decision processes.

The constitution of a decision process is related to the structure and perceived ambiguity of the decision situation. It is important to note that owing to the nonroutine character of managerial decisions, related tasks are subject to frequent changes and have often been found to be iterative [8,10,11]. This has immediate consequences for BI&A support of decision processes. More specifically, analysts often find themselves in nonroutine decision situations that are ambiguous, with the appropriate questions not obvious at the outset. As a consequence, early definition of information needs can be difficult, and data processing and analytics requirements can change frequently throughout the decision process. These circumstances require analysts to maintain a high degree of flexibility and adaptability in the procedures they utilize in order to effectively support decision makers. Failure to achieve this adaptability typically leads to defective analytic procedures and ineffective solutions [12]. This is a critical issue, because research has found that decision makers revert to intuitive decision making in uncertain or ambiguous decision situations [30,32,39,44]. Hence, if analysts cannot deliver effective analytic advice, they won’t be capable of raising the level of rationality in such decision situations and the probability that the decisions will be based mainly on intuition might even increase. Therefore, adaptability is a crucial requirement that poses a challenge for analysts in providing effective BI&A support.

Specialization in BI&A-supported decision processes requires collaboration between the analysts, who contribute analytics capabilities, and the decision makers, who contribute domain-specific knowledge [12,13,22]. To develop relevant analytic insights, analysts must integrate their analytics capabilities with the domain-specific knowledge of decision makers [13]. Complicating the situation, in most organizations, such collaboration is embedded in formalized roles and hierarchies in which decision-making power is seldom distributed equally [22,48].

The cognitive sciences investigate the implications of such decision-making setups under the “judge–advisor system” (JAS) paradigm [14,49] and provide insights about advice utilization and discounting [14,17]. From the analyst’s perspective, developing analytic advice is not enough, because decision makers frequently have difficulty assessing the quality of analytic advice due to their lack of analytics knowledge [12]. The persistence of such knowledge gaps can induce information asymmetries and uncertainty, which can lead decision makers to neglect advice and instead rely on their own experience [14]. This “egocentric advice discounting,” in which decision makers tend to overemphasize their own evaluation of a decision problem, is one of the most robust findings of the JAS literature [14,15]. Researchers have found that advice discounting occurs mainly because decision makers have access to their internal justifications when making a particular decision, but not to their advisors’ procedures, evidence, and reasoning [15]. Hence, evaluation of the advice becomes difficult and uncertain for them. Findings from JAS research suggest that creating transparency and trust might overcome such uncertainty [16,17].

In this regard, reducing knowledge gaps and related information asymmetries in BI&A-supported decision processes seems to be crucial for promoting the utilization of analytic advice. If these gaps persist, decision makers will most likely discount analytic advice and instead rely heavily on their experience-based assessments of decision problems, which decreases the potential for improving rationality and increases the probability that these decisions will be based primarily on intuition. Hence, analysts need to be transparent about their goals and the procedures they use to derive their analytic advice if they want to demonstrate alignment with decision makers and thus create traceability and trust for their analytic advice. Consequently, BI&A support of decision processes necessitates well-structured and traceable procedures. Thus, analysts have the challenge of structuring their procedures adequately in order to align with the decision makers and provide transparency concerning their procedures and delivery of analytic advice.

In summary, analysts are confronted with decision process requirements that demand procedures that are adaptable and flexible, on the one hand, and that provide traceability and alignment, on the other. Simultaneous fulfillment of both needs has been considered difficult, and organizational ambidexterity has been suggested for approaching such conflicting demands [18,19,50].

2.4. Ambidexterity and decision processes

The previous sections showed that high demands are placed on analysts and BI&A support in decision processes. Approaching such processes from the perspective of ambidexterity can be useful for gaining insights about the relations between those demands. In general, ambidexterity concerns conflicting task requirements and induced tensions that are difficult to resolve. Previous research has identified various dichotomies involved in conflicting demands, such as alignment and adaptability [19], rigor and agility [50], and efficiency and flexibility [51]. Although the tensions that result cannot be entirely eliminated, successful organizations are capable of reconciling them by simultaneously dealing with the conflicting demands [18,19]. Hence, ambidexterity has often been described as a means to manage such conflicting demands [52].

Based on the demands of decision processes, the concepts of alignment and adaptability and the related process-oriented concepts of rigor and agility seem to be particularly relevant to our research. On the one hand, aspects of BI&A-supported decision processes involving information asymmetries are related to the alignment or rigor dimension. Process rigor has been defined as adherence to predefined, formal, and structured processes, which include explicit definitions of roles, activities, work products, and methods [50]. Achieving rigor throughout a decision process can reduce knowledge gaps and information asymmetries by explicitly specifying procedures and thus increasing transparency and enhancing understanding. On the other hand, aspects of decision processes that concern the unstructured nature of those processes are related to the adaptability or agility dimension. Consistent with the literature, we consider agility to be the ability to effectively sense and respond to changing requirements [50,53]. Hence, achieving agility is the basis for being able to effectively react to changing information requirements within decision processes.

Ambidexterity is the ability to combine capacities from two conflicting dimensions, and the ideal state has been characterized as a balance between the two, which requires excellence in both respects [54]. Attaining such ambidextrous excellence is challenging. This research contributes to understanding how this goal can be achieved by providing detailed insights into the tensions that arise in decision processes. Analysts need to be aware of those tensions in order to ensure effective BI&A support and utilization of their analytic advice. Since we shed light on tactics that can be applied to cope with those tensions, our results also have considerable practical relevance.

3. Research method

Investigation of BI&A-supported decision processes is rather complex and requires in-depth analysis of the phenomenon. We therefore decided that a multiple case study approach would be particularly suitable and applied replication logic to our study design [55,56]. Utilizing a series of cases allowed us to achieve results that are more valid and
Table 1

<table>
<thead>
<tr>
<th>Case ID</th>
<th>Industry</th>
<th>Size of org.</th>
<th>BI&amp;A technology maturity</th>
<th>Decision content</th>
<th>Non-routineness</th>
<th>Decision maker level</th>
<th>Decision quality</th>
<th>Analyst role</th>
<th>Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Telecom.</td>
<td>Very large</td>
<td>Standard BI&amp;A</td>
<td>Reaction to new competitor</td>
<td>High (1.0)</td>
<td>Executive (C-level)</td>
<td>High (1.0)</td>
<td>BA unit leader</td>
<td>10 years</td>
</tr>
<tr>
<td>2</td>
<td>Media</td>
<td>Large</td>
<td>Standard BI&amp;A</td>
<td>Product portfolio (pricing)</td>
<td>High (1.0)</td>
<td>Executive (C-level)</td>
<td>Medium (0.76)</td>
<td>Analyst</td>
<td>12 years</td>
</tr>
<tr>
<td>3</td>
<td>Finance</td>
<td>Very large</td>
<td>Standard BI&amp;A</td>
<td>Product portfolio (product mix)</td>
<td>High (1.0)</td>
<td>Executive (C-level)</td>
<td>Medium (0.67)</td>
<td>Analyst</td>
<td>14 years</td>
</tr>
<tr>
<td>4</td>
<td>Consumer</td>
<td>Very large</td>
<td>Standard BI&amp;A</td>
<td>Product portfolio (pricing)</td>
<td>High (1.0)</td>
<td>Executive (C-level)</td>
<td>High (0.95)</td>
<td>Analyst</td>
<td>15 years</td>
</tr>
<tr>
<td>5</td>
<td>Logistics</td>
<td>Large</td>
<td>Standard BI&amp;A</td>
<td>Product portfolio (pricing)</td>
<td>High (1.0)</td>
<td>Executive (C-level)</td>
<td>High (0.86)</td>
<td>Analyst</td>
<td>15 years</td>
</tr>
<tr>
<td>6</td>
<td>Telecom.</td>
<td>Very large</td>
<td>Standard BI&amp;A</td>
<td>Reaction to new competitor</td>
<td>High (1.0)</td>
<td>Executive (C-level)</td>
<td>Low (0.14)</td>
<td>Analyst</td>
<td>10 years</td>
</tr>
</tbody>
</table>

Notes: decision non-routineness: 1.0 high ≥ 0.7 medium ≥ 0; decision quality: 1.0 high ≥ 0.8 medium ≥ 0; BI&A tech. maturity: standard = solutions from major BI&A vendors such as SAS, IBM, Oracle, or SAP; custom BA = number of projects > 50 m € as face-to-face meetings, and the rest were conducted over the internet.

3.1. Research design

We used a multiple case study approach to investigate eleven BI&A-supported decision processes, which we selected based on a theoretical and literal replication logic [55,56]. To achieve literal replication, we examined firms with similar organizational contexts (i.e., large firms) that have used BI&A systems in their decision processes (see Table 1). Furthermore, we investigated cases in which the decision processes had been completed prior to the study’s commencement, as we were interested in gaining insights into decision process performance and the quality of the resulting decision. In order to address potential sector-specific influences, we examined firms that operate in different industry sectors (see Table 1). We primarily aimed to investigate decision processes with different levels of agility and rigor in order to achieve theoretical replication. Additionally, we distinguished between the processes based on their resulting decision quality, which allowed us to contrast the analysis results.

Investigating BI&A-supported decision processes would have been possible from the perspective of decision makers or analysts. The advantage of the latter is that analysts have deep insights into the analytics that are used for supporting decisions and they typically have also achieved an understanding of the decision makers’ requirements. Furthermore, they have insights about how their analytic solution is taken into consideration during decision making and how it contributes to the decision outcome. Therefore, in order to maximize insights into the different tasks involved in the decision processes, we based our research design on the analyst perspective.

3.2. Data collection

Before commencing our data collection, we drew up a case study protocol in order to assure reliability during the execution of the study. The protocol defined the objectives of our study and the data collection process. Utilizing multiple sources of evidence for data triangulation helped us enhance the validity of our findings [56]. In this regard, we conducted in-depth expert interviews, collected additional documentation where possible, and gathered complementary quantitative data using a follow-up survey in order to increase the reliability and validity of our findings [56,57].

We decided to use the key informant method in capturing information from the expert interviews [59]. To identify participants who could share their experiences from real decision processes, we relied on social networks for professionals and searched for senior BI&A experts (see Table 1).

For the expert interviews, we developed a semistructured interview guide (see Appendix A). We conducted two pilot interviews to refine this guide. The major part of the interview concerned a specific decision process that the interviewed analyst had supported with BI&A. In order to explore the decision processes in detail, we encouraged the experts to speak openly about everything that came to their minds [60] and, where appropriate, we used the ladder technique to pose successive questions [61]. To complement this means of data collection, we set up a structured survey (see Appendix A) to assess characteristics of the decision processes. The measurements in the survey were based on established literature in the IS and management fields and used seven-point Likert scales. Scales for measuring agility and rigor [50] were adapted to our research context. For assessing procedural rationality [9,40,42,62] and intuition [29,42] as well as decision and outcome characteristics [9,11,40,42], we relied on related management literature.

The case study interviews were conducted over a period of four months, beginning in July 2013. Most of the interviews were performed as face-to-face meetings, and the rest were conducted over the Internet.
that allowed concepts and relationships to emerge from the data. In order to conduct cross-case analysis techniques to conduct case comparisons [58]. We compared the cases with regard to similar concepts and relationships. We also compared interview data with data from the survey with respect to the ratings of the decision processes and their outcomes in order to corroborate the qualitative data with the qualitative descriptions. In the final step of our analysis, we aggregated the identified concepts toward a theory that is grounded in the data. Finally, we propose a theory of ambidexterity in decision support that integrates the presented results.

4.1. Tensions and tactics

Using comparative case analysis, we identified six major tensions and also discovered viable tactics for coping with those tensions. A comprehensive overview of the results is provided in the following sections. We also provide exemplary quotes that enhance the understanding of these tensions and tactics and highlight their most important aspects.

4.1.1. Method and domain specialization

The first general tension, which involves the specialization in analytics, is the tension between method and domain specialization. Method specialization means that analysts are focused on a problem domain, which provides them with deeper problem-specific knowledge but often restricts the scope of their BI&A proficiency. Having knowledge about the decision maker’s problem domain is crucial:

“[...] the ideal for our analysts is to combine the two [capabilities] [...], but that’s actually barely possible.” (Case 1)

We found two main tactics that are used to manage this tension. These tactics are to compose analytic teams and to explicitly establish an analytic integrator role. Analytic teams are cross-functional and consist of analytics and domain experts who collaborate on supporting a specific decision process. The purpose of these teams is to create a working environment in which analysts and domain experts can contribute and combine their expertise, as described in the following:

“In our case, not just one analyst works on a decision process, but typically three, sometimes even more. We involve the decision makers and domain experts right from the beginning. This goes hand in hand and everybody can contribute according to their strengths.” (Case 1)

The analytic integrator role is designed to bridge the knowledge gaps between analytics experts and decision makers. Hence, the analytic integrator role differs from that of the analysts or data scientists and requires a skill set that specifically focuses on managing requirements, explaining analytic procedures and visualizations, and communicating analytic results:

“We have analysts who focus on managing requirements, on visualization, and on consulting [the decision maker] and we have analysts who focus on actually performing the analysis, utilizing our analytics tools, and experimenting with different analytical methods [...].” (Case 1)
1. Overview of tensions and tactics.

<table>
<thead>
<tr>
<th>Tensions</th>
<th>Tactics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method Specialization</td>
<td>- Composition of Analytic Team</td>
</tr>
<tr>
<td>Domain Specialization</td>
<td>- Institutionalization of Analytic Integrator</td>
</tr>
<tr>
<td>Method Flexibility</td>
<td>- Abstraction of Analytic Procedure</td>
</tr>
<tr>
<td>Method Stability</td>
<td>- Metamodeling of Decision Problem</td>
</tr>
<tr>
<td>Data Source Flexibility</td>
<td>- Assurance of Data Quality at Source</td>
</tr>
<tr>
<td>Data Source Stability</td>
<td>- Standardization of Data Source Access</td>
</tr>
<tr>
<td>Advanced Analytic Elaboration</td>
<td>- Abstraction of Analytics Details</td>
</tr>
<tr>
<td>Basic Analytic Elaboration</td>
<td>- Signaling Quality of Analytic Method and Analytic Advice</td>
</tr>
<tr>
<td>Broad Analytic Scope</td>
<td>- Explicit Differentiation and Modeling of Qualitative and Quantitative Aspects</td>
</tr>
<tr>
<td>Focused Analytic Scope</td>
<td>- Iterative Validation with Domain Experts</td>
</tr>
<tr>
<td>Open Problem &amp; Solution Space</td>
<td>- Reduction of Alternatives</td>
</tr>
<tr>
<td>Focused Prob. &amp; Solution Space</td>
<td>- Semiformalized Problem Specification</td>
</tr>
</tbody>
</table>

4.1.2. Method flexibility and stability

The second and third tensions both stem from analysts’ need to flexibly experiment with different analytic methods and data sources and to simultaneously maintain an adequate level of rigor in order to reduce information asymmetries with respect to decision makers. The second tension distinguishes between method flexibility and stability. Method flexibility is needed in nonroutine decision contexts because analysts are often unable to prescribe the best analytic procedures at the outset. Consequently, experimentation is necessary for developing a suitable approach to solving the problem. The following statement summarizes the importance of method flexibility:

“[…] we work flexibly and try out different methods, and by no means do we want to state from the start which approach is best suited for solving the problem.” (Case 11)

In contrast, a certain level of method stability is necessary throughout the decision process in order to maintain transparency and hence manage the information asymmetries that can otherwise develop between analysts and decision makers. The following quotation summarizes these needs:

“If you have an established process, a specified method, and everybody knows what you are talking about, this creates a certain degree of transparency about how results were developed […].” (Case 2)

Therefore, the simultaneous need for method flexibility and method stability creates a tension, as the following statement elaborates:

“In cases with several iterations, the decision maker cannot always conceive whether there is actually an improvement in quality […] this has to be well-defined. You typically need two or three iterations; if you need five, then the whole thing is probably poorly defined.” (Case 3)

We noticed that analysts used abstraction as a tactic to cope with this tension. Analysts try to abstract from the details of the analytic procedure while working with decision makers. This allows them to achieve a certain level of flexibility while maintaining the transparency and traceability of their procedures at a higher level of abstraction. They do this by metamodeling the decision problem at a question level that is relevant to the decision maker:

“You try to keep the core of the question similar and […] you build hierarchical models, which ensure that the highest level of questions remain similar.” (Case 2)

4.1.3. Data source flexibility and stability

The third tension, which concerns the data sources, is between data flexibility and data stability. Analysts have to rely on various internal and external data sources to effectively support decision processes. In nonroutine situations, there is a particularly high probability that the required data sources are not immediately available and need to be flexibly integrated into the decision process:

“[…] everything occurred quickly; there were no formalized processes. When something was missing in the warehouse, you had to get it there somehow. The integration of new sources was done in the department […] but the quality was never validated outside of it.” (Case 8)

Data source flexibility is advantageous in nonroutine decision contexts, but data source stability also has to be considered. A lack of data source stability is associated with negative consequences regarding data quality and transparency, as summarized in the following quote:

“[…] when you have to act fast […] the wrong data can easily be extracted or combined […] in cases where rapid changes have to be made, data quality is often not considered.” (Case 8)

Data source stability relates to the use of validated data sources. Relying on high quality data sources can help reduce information asymmetries and mistrust. This is especially true if these sources are regarded as reliable and their information is traceable for decision makers:
"If all stakeholders involved in the decision process have knowledge about all utilized methods and data sources [...] the procedure becomes controllable at any point in time [...]." (Case 2)

In summary, the conflicting demands related to data source flexibility and stability introduce a further tension. We identified two main tactics for coping with this tension. The first involves moving data quality management from the BL&A system to the (internal) source systems and thus maintaining high data quality for internal data. This improves analysts’ flexibility when reacting to changing information needs in decision processes, as the following statements highlight:

“Data quality originates from where the data are created, and it is not possible to develop quality after the fact [...] data quality issues need to be pushed back to the source systems [...]” (Case 5)

“The more complete your warehouse infrastructure is, the more flexibility you have to react to changes in requirements. This presumes that the data quality is assured.” (Case 5)

The second tactic involves increasing the standardization of access to data sources in order to improve the quality of data access, which affects traceability and the analytics quality:

“Typically, analysts [...] obtain their data by themselves. Through a little bit of standardization [...] we are now able to spend 20% of our time on data collection and 80% on data analysis, and not the other way around. This has a very positive impact on analysis quality.” (Case 1)

4.1.4. Advanced and basic analytic elaboration

The tension related to analytics elaboration concerns a fundamental design choice that analysts have to make, namely, a choice between utilizing advanced or basic analytic approaches. This design choice relates to the analytic approaches used throughout the decision process, as well as to the mode of delivering and communicating the analytic results. Use of advanced analytics gives analysts the opportunity to potentially gain new insights or improve the validity of results; consequently, they usually try to harness the best available approaches:

“Analysts typically aim at utilizing the best available models, those with the most advantages from their point of view.” (Case 3)

Despite the benefits that can be realized through advanced analytics, this increases the information asymmetry between decision makers and analysts and therefore poses a challenge. Determining the extent of analytics elaboration should not be based only on considerations related to the analytic quality, but should also consider decision makers’ comprehension:

“An important precondition for decision making or for influencing it, apart from data quality, system quality, and analytic capability, is management understanding. For me, this is the crucial dimension. [...] if management does not understand it, then they won’t use it.” (Case 2)

This particularly relates to the mode of delivering and communicating the final analytic results. Making use of the analytic models allows for an interactive evaluation of solution alternatives during which assumptions can be challenged and variables can be adapted. Such a procedure can be advantageous in terms of addressing the nonroutine decision context and the traceability of the recommendations obtained, but it also requires an advanced understanding of the analytics:

“If the decision maker is a specialist, the results are rather dynamic. Then we meet and together examine the effects of changing inputs and conditions. If we are mandated by management, the dynamics are typically reduced to three scenarios in total.” (Case 1)

For dealing with the tension of analytics elaboration, analysts rely on the abstraction of analytics details in combination with a means to signal quality. During collaboration in the decision process, abstraction allows analysts to maintain flexibility regarding the extent of analytics elaboration while simultaneously enhancing the understanding, as noted in the following quote:

“We provide solution proposals in the form: ‘We think that we can answer your questions in the following ways; but this is less oriented toward the details of the analytics in use.’” (Case 1)

In their delivery of analytic results, analysts also rely on abstraction by providing analytic advice to decision makers. Such analytic advice is directed toward the goals and questions that were defined during modeling of the problem. This allows analysts to clearly communicate results:

“Using the specified decision tree, we systematically went through the different aspects, and we explained the validity of the results. [...] we didn’t show the complete calculations, but the figures that were presented provided enough details to assess the final result.” (Case 2)

Additionally, analysts use means for signaling quality. For analytic methods, this involves providing successful cases of application, as summarized in the following expert statement:

“I provided examples of previous applications of the analytical approaches [that is, off how they performed, just to create a better understanding of and trust in the methods.” (Case 2)

In order to convey the trustworthiness of their analytic results, analysts also rely on signaling the quality of their analytic advice. Signaling quality includes demonstrating problem understanding and providing insights into assumptions, model validity, and data, as well as responding to decision makers’ intuitions and involving domain experts in the presentation of analytic results. The following quote summarizes the main aspects of such signaling:

“Accordingly, we had to state the problem clearly once more, so as not to just present the solution, but to clearly characterize the situation, and not only to deliver the numbers, but also the views from Marketing and Sales.” (Case 4)

4.1.5. Broad and focused analytic scope

Analytic scope is another general design choice that analysts have to consider for each decision scenario. On the one hand, focused use of analytics allows for maintaining a very manageable analytic scope, which can help analysts cope with information asymmetries. On the other hand, while considering a broader scope might be more adequate for covering the problem space, it can lead to more complex models and induce further gaps in understanding. Moreover, it might become difficult to holistically model all relevant aspects, as the following quote emphasizes:

“I think it’s very important to obtain a holistic picture and to make the decision based on all available facts. This also involves aspects that BI&A cannot cover a hundred percent.” (Case 7)

The major tactic that analysts use to address this challenge is to explicitly identify, differentiate, and model qualitative and quantitative aspects of the decision scenario. This enables them to broadly cover the problem space and to simultaneously deliver fact-based information for the most important aspects. The following statement provides an overview of this tactic:

“[…] we developed a decision tree, which required rather strategic work in order to describe all the influencing factors for the pricing decision. On the one hand, there was a quantitative part, […] but then there was also a lot of qualitative work, which was quite laborious.” (Case 2)

4.1.6. Open and focused problem and solution space

Support of decision processes involves validation and specification of the decision issue. Furthermore, analysts have to support exploration of alternative solutions in order to create a basis for decision making,
Both types of tasks simultaneously require focus and openness. From the analyst perspective, early and detailed specification provides the opportunity to derive clear information requirements and allows focusing the BI&A support at an early stage. Similarly, a focused solution space aims at reducing the number of alternatives early on. Clear specifications and a focused problem space enable an increase in the alignment and transparency of the analytic procedures, which, according to the following expert quotation, can be considered advantageous:

“When you are developing scenarios, they should not overlap. Instead, you try to design distinct scenarios, and it is not by chance that one designs three alternatives. Simply, left, right, and in the middle, and I think this is beneficial for decision making.” (Case 2)

In contrast, relying on emergent problem specifications and an open solution space provides flexibility for adapting to a nonroutine context. This creates opportunities to validate decision issues from different points of view and to have a more comprehensive as well as explorative search for alternative solutions, as the following expert statement suggests:

“[…] but I think it is really crucial, […] to remain open at this stage and to listen carefully to the different perspectives, to collaborate with the other units […]” (Case 4)

At the same time, this strategy increases the potential for misalignment between the analyst and the decision maker by introducing more options that have to be considered, which reduces clarity. To address this conflict, three main tactics were described. First, decision issues and information requirements are specified using semiformalized approaches, in order to define the problem at a goal-and-questions level, as stated in the following expert quotation:

“In this context, we had discussions with the decision makers regarding the goals, and they wanted to know what we could additionally draw from the data.” (Case 5)

Such an approach seems to provide enough rigor to establish the subsequent directions. Second, during the search for and development of alternatives, analysts provide explicit rationales for the inclusion or exclusion of the various alternatives, thereby restricting their number:

“[…] it was not like ‘those are the numbers and this is the alternative,’ but the numbers provided a good tendency and we then predefined two scenarios and continued working on them.” (Case 4)

Third, involving domain experts in the validation activities during the development of alternative solutions and the reduction of the number of alternatives complements the other two tactics:

“It is really important to discuss the whole thing at intermediate steps. Like, ‘We have some first ideas,’ and then we discuss whether we could take any other route. […] this helps to significantly improve the quality of the decision process and, eventually, decision quality.” (Case 1)

4.2. Ambidexterity in BI&A-supported decision processes

The previous section introduced the tensions that analysts need to address in order to deliver effective BI&A support. It also presented the tactics that analysts use to resolve these tensions and thus to achieve ambidexterity. In what follows, we first show that ambidexterity affects decision quality. In this context, we also explore the extents of procedural rationality and intuition that characterize decision making within the investigated decision processes. Finally, we integrate our empirical findings by proposing a theory of ambidexterity in decision support.

4.2.1. Ambidexterity and the quality of decision process outcomes

In the context of BI&A support within the investigated cases, the conflicting task requirements revolved around needs for process rigor (i.e., traceability, structure, and stability) and agility (i.e., flexibility and adaptability). Consistent with the literature, we assess ambidexterity as a product of the ratings of rigor and agility [19,54] that were provided by the interviewees. Hence, we obtain the levels of ambidexterity that were achieved in the investigated cases (see Fig. 2). This provides initial evidence about the impact of ambidexterity on decision outcomes.

A comparison of the cases that realized high-quality decisions (Cases 1–6) with those that achieved medium- or low-quality decisions (Cases 7–11) shows that the high-quality decision cases exhibit higher ratings of ambidexterity than the less successful cases. The rating of Case 10 seems to be an exception, but the reason for this increased rating lies in the multiplication of highly unbalanced dimensions (agility > rigor), which overrates the actual ambidexterity. Thus, the main finding implies that achievement of an ambidextrous combination of rigor and agility seems to have a positive impact on the success of decision processes. This further confirms that ambidexterity should be considered as relevant and advantageous for decision support.

4.2.2. Procedural rationality and intuition in decision processes

Fig. 3 presents the interviewees’ assessments of the magnitudes of procedural rationality and intuition that characterized the decision making within the investigated decision processes.

We find that, to a certain extent, both rationality and intuition play a role in decision making. An interesting observation arises from comparison of the cases that realized high-quality decisions (Cases 1–6) with those that achieved medium- or low-quality decisions (Cases 7–11). For the high-quality decision cases, we observe that the ratings for rationality are the same as or higher than those for intuition. In comparison, we mainly find relatively lower ratings for rationality in the less successful decision cases. Additionally, intuition seemed to play a more important role in the latter cases, and it even exceeded rationality in three cases (8, 9, and 11).

These observations imply that in nonroutine decision scenarios, the relationship or ratio between procedural rationality and intuition seems to be of relevance. Notably, rationality seems to exceed the utilization of intuition in cases that exhibit higher levels of ambidexterity, and these cases tend to result in higher quality decision outcomes. In contrast, intuition turns out to be more influential in medium- and low-quality decisions (except for Case 7), and these cases were characterized by lower levels of ambidexterity as well as lower decision quality.

![Fig. 2. Ambidexterity in cases with high (1–6) and medium/low (7–11) decision quality.](image-url)
4.2.3. A theory of ambidexterity in decision support

In order to integrate the empirical findings from this research, we propose a theory of ambidexterity in decision support, which we developed through inductive analysis of the case study data. These results and propositions are based on the replication logic of our multiple case study design. This means that the proposed model for a theory of ambidexterity in decision support (see Fig. 4) is grounded in replicated empirical findings and can thus provide an explanation of how ambidexterity can be facilitated and how it affects decision outcomes. Furthermore, we derive testable propositions for the identified concepts and their relationships.

Overall, this theory of ambidexterity in decision support suggests that improving analysts’ ability to cope with the tensions in decision processes will facilitate ambidexterity, which in turn will lead to higher decision quality (see Fig. 4).

Based on the empirical results of our study, the theory differentiates between four types of tactics for coping with decision process tensions and thus achieving ambidexterity. Organizational tactics (i.e., analytic team, analytic integrator, assurance of data quality, standardization of data source access) address the setup of the working environment for BI&A support. Procedural tactics (i.e., abstraction of the analytic procedure, iterative validation) deal with the process of collaboration between analysts and decision makers. Methodological tactics (i.e., metamodeling, differentiation of qualitative and quantitative aspects, semiformal specification, reduction of alternatives) concern the practices and approaches that analysts utilize during their collaboration with decision makers. Finally, communication tactics (i.e., abstraction of analytics details, quality signaling) comprise means for shaping the direct personal interactions of analysts with decision makers.

In sum, the following proposition can be derived for achieving ambidexterity:

**P1.** Increasing utilization of organizational, procedural, methodological, and communication tactics will raise the level of ambidexterity in decision support and improve coping with decision process tensions.

Additionally, the proposed theory distinguishes between direct and indirect effects of ambidexterity on the quality of decision outcomes. The results from our analysis suggest that ambidexterity in the support of decision processes has a positive direct influence on decision quality. Thus, it can be considered as basis for the development of high quality decision support.

This direct effect of ambidexterity is stated in the following proposition:

**P2.** Increasing the level of ambidexterity in the support of decision processes will result in better decision quality.

The proposed indirect effect of ambidexterity relates to its influence on the extents of procedural rationality and intuition utilized during decision making. The results presented in the previous section suggest that ambidexterity increases the relative extent of procedural rationality compared to intuition, which improves decision makers’ utilization of analytic results during decision making. This should have a positive influence on the quality of decision outcomes.

Therefore, the indirect effect of ambidexterity is identified in two propositions:

**P3.** Increasing the level of ambidexterity in the support of decision processes will result in a higher ratio of procedural rationality to intuition.

**P4.** A higher ratio of procedural rationality to intuition will result in better decision quality.

The implications of this theory of ambidexterity may be substantial for organizations aspiring to become more analytic in their decision making, because it highlights the need for capabilities that go beyond establishing a BI&A technology in order to improve the quality of decision making.

5. Discussion and conclusions

This section discusses the theoretical and practical implications of the presented results, as well as their limitations. Furthermore, it outlines opportunities for future research.

5.1. Implications for research

Utilizing the underexplored perspective of analytics experts, this research examined the conflicting demands that arise with regard to the analytic support of decision processes with BI&A. We propose ambidexterity as a theoretical lens for investigating the conflicting task...
requirements, and our research makes four contributions that have considerable theoretical implications for BI&A, as well as DSS and managerial decision making research.

First, we identify and provide in-depth insights into six tensions surrounding BI&A support that arose during the decision processes we investigated. These tensions are related to the skill specialization of analytics experts, the simultaneous need for flexibility and stability in their analytic methods and data sources, design choices regarding the elaboration and scope of the analytic approach, and the openness of the problem specification and the solution space. These tensions can impede BI&A support by threatening the effectiveness and utilization of the analytic insights that analysts supply during decision processes to raise the rationality of managerial decision making. By focusing on these challenges arising from collaboration between different specialized roles in the decision processes (i.e., analysts and decision makers), which are highly relevant in practice [12,13,22], these findings provide a much needed complementary perspective on the organizational context of decision support and decision making.

Second, in addition to characterizing the tensions that arise during the decision processes, we identify a set of tactics that analysts use to successfully manage these tensions. These tactics concern organizational, procedural, and methodological aspects of decision support, as well as communication with decision makers. Besides providing valuable insights and guidance for managing the tensions that arise in decision processes, these findings emphasize that achieving effective decision support requires more than choosing the best available technological solution. Previous research has considered it important to extend BI&A and decision support research beyond such a technological perspective in order to strengthen the relevance of our research field for managerial decision makers and analytics experts [20–22].

Third, this research not only presents the tactics that are used to achieve ambidexterity in decision processes, but also examines the relationship between ambidexterity and the quality of decision outcomes. The assessment of ambidexterity across the investigated decision processes suggests that decision processes that achieve higher levels of ambidexterity also realize higher decision quality. To the best of our knowledge, this study is the first to explicitly establish this link. In this context, we also explicitly consider the potential influence of ambidexterity on managerial decision-making behavior. We conceptualized managerial decision making in terms of the extent of the managers’ reliance on intuition and on rational analysis. We found that, to a certain extent, intuition played a role in all of the investigated decision processes. This is not surprising, considering managerial research findings [26,28,30,46,47] and the nonroutine character of these decisions. The far more interesting finding concerns the ratio of procedural rationality to the use of intuition. Cases with high levels of ambidexterity exhibit high decision quality, and in these cases we found that the extent of rationality used tends to exceed that of intuition. In contrast, less successful cases with lower levels of ambidexterity mainly exhibit patterns in which reliance on intuition exceeds procedural rationality. This finding supports a notion of complementary interaction between the two dimensions [39,44,47] and thus suggests that ambidexterity could play a role in shaping the ratio between procedural rationality and intuition. In summary, these observed effects of ambidexterity underscore its relevance for decision support research and highlight the importance of understanding and effectively managing the identified tensions.

Fourth, we develop and propose a theory of ambidexterity in decision support based on the empirical findings from this research. This includes the derivation of testable propositions for the identified concepts and their relationships. The presented theoretical model allows an explanation of how ambidexterity can be achieved or improved through the utilization of different types of tactics (i.e., organizational, procedural, methodological, and communicative) that we identified in this research. Furthermore, it suggests that ambidexterity affects the quality of decision outcomes through direct and indirect effects. Ambidexterity should have a positive direct influence on decision quality by contributing to the development of BI&A decision support that effectively addresses the decision problem. Furthermore, it should have a positive indirect effect by improving decision makers’ utilization of analytic results during decision making and thus raising the relative extent of procedural rationality, which contributes to improved decision quality.

5.2. Implications for practice

The results of this study also have considerable practical significance and make the following contributions. For analytics experts, our results not only highlight the tensions of which they need to be aware in order to deliver effective BI&A support, but also suggest tactics for coping with these tensions. By distinguishing different types of tactics (i.e., organizational, procedural, methodological, and communicative), our results provide guidance on how to systematically improve decision processes and their outcomes. Communication, methodological, and procedural tactics can be readily applied by analysts to balance task-related requirements of adaptability and rigor in their collaboration with decision makers. In contrast, for organizational tactics, an institutionalization of the associated practices at the organizational level would be advisable.

Turning to decision makers, the findings suggest that they need to be aware that despite the challenges that come with analytic specialization and nonroutine decisions, overdependence on intuition in decision making is risky. In contrast, the introduction of ambidextrous tactics within the organization can improve decision makers’ utilization of analytic advice and thus help them scrutinize intuitive hypotheses during decision making. This will contribute to mitigating the risks of biased decision making and should therefore also raise the quality of decision making.

5.3. Limitations and future research directions

We have presented results from a multiple case study of BI&A support in decision processes, and we conclude by noting the following limitations as well as directions for future research. We decided to use a multiple case study approach because it enabled us to deliver more general results than would have been possible had we conducted a single case study. Nevertheless, there is still a need to further discuss and validate the research findings. One limitation of this study is that it relies on the single key informant method, for which we tried to compensate by using data triangulation. Although choosing the analyst’s point of view yielded several benefits, investigating the perspectives of other stakeholders could extend this research, and it would be valuable to replicate this study from the decision maker’s point of view. A larger empirical basis of BI&A-supported decision processes would also be of great value. Our current setup was too limited, in terms of the number of cases and interviews, to achieve high measurement validity and to explore cultural or domain-specific aspects. Additionally, quantitative research to test the suggested theory of ambidexterity and to address the presented propositions would be of great interest. We hope that by adding ambidexterity to the theoretical base of DSS research, we will actuate further decision-support-related research that can benefit from this perspective.
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Appendix A

Interview guide

Introduction
1. Interviewee demographics
1.1. Background (education & professional experience) and current role?

Decision scenario for case study/Bi&A — general case information
Now please think of a concrete non-routine decision process that was supported by Bi&A:
2. Decision content — What was the decision about? What was its relevance for your organization?
2.1. Organizational context of decision scenario (org-unit? when?)?
3. How would you describe the decision process (high level)?
4. How would you characterize the decision wrt. routine and structure?
5. Bi&A infrastructure in case organization
5.1. How does Bi&A landscape of this organization/unit look like (high-level)?)
5.2. What role does Bi&A technology play in supporting decisions in contrast to Bi&A experts?

Decision scenario for case study — specific case information
[Questions 6–9 were used to address trigger & diagnosis/development of solution alternatives/selection]
6. Activities/decision process: what activities were performed?
6.1. What roles (DM/analysts/Bi&A exp.) were involved and what was their task?
6.2. What were inputs and outputs (results) of those activities?
6.3. How iteratively were those activities performed?
7. BI – IQ: what Bi&A tech was used and how much did you rely on it for performing the activities?
7.1. What data (qual/quant.) was used? How was it collected?
7.2. Was there any analysis performed? What kind of?
7.3. How intensively was Bi&A-technology used?
8. How would you describe the activities with respect to agility (adaptability)/rigor (formality)?
8.1. How frequent were changes in requirements and how effectively were they handled?
8.2. Is there evidence in form of task descriptions, documented results, work-products, etc.?
9. What role did rationality and political behavior play in these activities?

Decision quality
10. What dimension would you consider as relevant for characterizing the quality of this decision?
10.1. Estimated value/contribution/speed… what else?
10.2. How would you rate the quality of this decision?

Survey

Decision type
1. Overall, the discussed decision can be described as being…
1.1. Associated with very low uncertainty (1)–associated with very high uncertainty (7)
1.2. Non-routine (1)–routine (7) (*reverse scaled)

Decision process
[Questions in this section were used for (a) identification of issue/(b) development of solution alternatives/(c) selection]
2. To which extent do you agree with the following statements concerning the procedure in [a/b/c]? (strongly disagree = 1–strongly agree = 7)
2.1. Information requirements for the decision were documented in detail.
2.2. Responsibilities were clearly defined and communicated.
2.3. The involved persons planned the procedures in detail.
2.4. The involved persons used a formal process.
2.5. Information requirements changes were sensed effectively.
2.6. The involved persons were able to respond to information requirements changes effectively.
2.7. The involved persons were able to make effective decisions to cope with information requirements changes.
2.8. The involved persons were able to effectively incorporate information requirements changes into the decision process.
3. For [a/b/c], how extensively… (not at all extensively = 1–very extensively = 7)
3.1. … did decision makers gather relevant information?
3.2. … did decision makers analyze relevant information?
3.3. … did decision makers rely on quantitative analytic techniques?
3.4. … was the focusing of attention of decision makers on crucial information?
4. Overall, from my point of view, the process for [a/b/c] can be best characterized as…
4.1. Not at all formal (1)–very formal (7)
4.2. Not at all agile (1)–very agile (7)
4.3. Not at all stringent (1)–very stringent (7)
5. From my point of view, the procedure for [a/b/c] can be best characterized as…
5.1. Not at all analytical (1)–very analytical (7)
5.2. Not at all intuitive (1)–very intuitive (7)

Decision quality
6. Overall, the decision that was made can be best characterized by…
6.1. No value for the company (1)–very high value for the company (7)
6.2. No goal achievement for the company (1)–very high goal achievement for the company (7)
6.3. Very low decision quality (1)–very high decision quality (7)
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